
 

Abstract—SHAP is a measurement based on Shapley values 

and has been used widely in machine-learning regressions to 

interpret the feature importance. I conducted the feature 

importance analysis by the SHAP values in the global 

manufacturing industry. The target fields are automakers and 

electronic companies. I found the interesting attribute of 

Shapley values through the regression analysis. In general, the 

predictor variable values of companies forge no linear 

relationship to the target values such as a profit ratio. However, 

after making the SHAP values for each predictor, the scattering 

plot between the SHAP values and the target values clarifies the 

linear relationship between them. I verified the linear 

relationship on both automakers and electronic companies. The 

insight of the linearity is presented in this paper. Each company 

has a different behavioral structure specific to the company. The 

SHAP value extracts the company’s behavioral structure 

through the characteristic function. 

In addition, to make the regression results more precise and 

avoid effects by the multi-collinearity, I conducted a PCA 

(Principal Component Analysis). From the 3D scatter plot of the 

PCA of SHAP values, I verified the linear relationship as I 

expected and could identify the latent semantics of the PC1 and 

PC2 as a profitability related factor and an operation 

management relation factor. 

 
Index Terms—Shapley values, characteristic function, 

company performance measurement, machine learning, 

regression, global manufacturing.  

 

I. INTRODUCTION 

Machine learning based regressions improved the accuracy 

by using complex regression models, compared to the 

traditional multiple linear regression. However, it yields the 

problem which is lacks the interpretability. Despite 

widespread adoption, machine learning models remain 

mostly black boxes. Understanding the reasons behind 

predictions is, however, quite important if one plans to take 

action based on a prediction, or when choosing whether to 

deploy a new model [1].  

For the interpretability, machine learning models can be 

interpreted through a number of new methods, such as MDI 

[2], MDA, LIME [3] and Shapley values. MDI (Mean-

Decrease Impurity) evaluates the impurity as the entropy of 

the distribution of labels as the Gini index in a tree-based 

classification or regression [4]. A disadvantage of MDI is that 

a variable that appears to be significant for explanatory 

purposes (in-sample) may be irrelevant for forecasting 

purposes (out-of-sample) [1]. To solve the problem, Breiman 

has developed the mean-decreases accuracy (MDA) method 

[4]. 
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Other approaches to estimate the importance of input 

predictors, are LIME, DeepLIFT [5], [6], and SHAP. Among 

them, in the machine learning regressions, currently SHAP 

by Lundberg is the most widely used as a unified framework 

for interpreting predictions [7]. The SHAP (SHapley 

Additive exPlanations) advantages are (1) SHAP is based the 

Shapley value which is theoretical results, showing that the 

Shapley value is the unique distribution solution with a set of 

desirable axioms such symmetry and linearity [8], [9], and (2) 

SHAP unifies a diverse set of the existing model explanation 

methods such as LIME an DeepLIFT [10]. 

The Shapley value is originally a solution concept in 

cooperative game theory [8], [9]. In a cooperative game, the 

Shapley value offers the unique distribution (among the 

players) of a total surplus generated by the coalition of all 

players. The SHAP values leverage these Shapley value 

properties. Shapley or SHAP values are widely used by

 

machine learning models in various economic fields [11]-[13]. 

However, problems with Shapley-value-based explanations 

as feature importance are still left [14]. Ghorbani said, 

concerning Shapley values, as follows: Drawing on the 

connections from economics, we believe the three properties 

we listed is a reasonable starting point. While our 

experiments demonstrate several desirable features of DATA 

SHAPLEY, we should interpret it with care [15]. To 

incorporate the Shapley values with machine learning 

approaches, many researches have been still conducting 

evaluations [16]-[18]. 

This paper will illustrate the Shapley values’ intrinsic 

meaning. The handling field is the global manufacturing 

industry. We have conducted many regressions to measure 

the performance levels of each company. The predictors of 

the regression are, for example, ROE (Return on Equity) and 

net sales, and we have evaluated the predictor importance, 

using SHAP values. Through the analyses, I found an 

interesting result that there was a linear relationship between 

the target values and the SHAP values. In most of all cases, 

there was initially no linear relationship between the target 

values and the raw predictor values. However, a linear 

relationship comes to appear between the target values and 

the SHAP values of predictors in both automakers’ data and 

electronic industries’ data. I had been thinking about the 

reason of the linearity appearance. Here in the paper, I shall 

illustrate the resultant linear relationships via concrete 

practical examples. I think that the linearity indicates the 

intrinsic potential of Shapley values. 

So far as I know, there is no existing papers which 

explicitly described the linearity of SHAP values from the 

viewpoint of business and management. One paper had an 
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explanation of the linear relationship as the principle behind 

Shapley regression [16] as follows: Shapley values project 

unknown but learned functional forms (original input space) 

into a linear space (Shapley value space). However, to the 

best of my knowledge, there is no other paper which 

described the linearity. Even in Lundberg’s paper in 2018 

[19], I cannot find descriptions of this linearity. As shown in 

[16], mathematically the linearity of Shapley values must 

have been proved already. However, I think that the details of 

the intrinsic meaning behind Shapley regression should be 

investigated in each application field.

The number of researches in the operations management 

field using Shapley-value-based evaluation is very limited. 

Although there are some papers using Shapley values in 

operations management fields, these papers had no 

description about the linearity I found [20], [21]. I would like 

to investigate the intrinsic meaning of the Shapley values in a 

global company performance analysis.

In the next section, I explain the Shapley values and SHAP 

by Lundberg. In Section III, I present my case study results. 

In Section IV, I evaluate the intrinsic meaning of the linearity 

extracted between the target values and SHAP values. Then I

conclude the paper.

II. EXPECTATION SHAPLEY VALUE

In this section, I shall show the formula of the original 

Shapley values and the SHAP approach which is an expanded

version for the machine learning approaches. The 

explanations here are cited from [22] and Roth’s explanations 

of the Shapley value [23].

Shapley values are a solution of how they should distribute 

the total profit in a cooperative game. There are 𝑁 players and 

do the cooperation together to obtain more profit than one of 

work separately. The given data is a characteristic function 𝑣

of a gain profit by on all subset 𝑆 of 𝑁 players. The 

interpretation of 𝑣 is that for any subset 𝑆 of 𝑁, 𝑣(𝑆) is the

worth of the coalition, in terms of how much “utility” the 

members of 𝑆 should divide among themselves.

The function 𝑣(𝑋) is a characteristic function 𝑣: 2𝑁 → 𝑅

where 𝑁 is the number of players (and in our case study, 𝑁 is 

the number of predictor variables). The only restriction on 𝑣

was 𝑣(𝑆 ∪ 𝑇) ≥ 𝑣(𝑆) + 𝑣(𝑇) which means that the worth of 

the coalition is equal to at least the worth of its parts acting 

separately.

The problem is given the following three assumptions [10]:

(1) Efficiency axiom: The sum of the Shapley values of all 

players equals the value of the total coalition, so that all the 

gain is distributed among the players. In my case study, the 

sum of the Shapley value of all predictors equals to the value 

of the all predictors’ coalition in each company.

(2) Symmetry axiom: If players 𝑖 and 𝑗 are equivalent in 

the sense that 𝑣(𝑆 ∪ {𝑖}) = 𝑣(𝑆 ∪ {𝑗}) for every subset 𝑆 of 

𝑁 which contains neither 𝑖 nor 𝑗, then the Shapley values for 

𝑖 and 𝑗 are equivalent 𝜙𝑖(𝑣) = 𝜙𝑗(𝑣). In my case study, it 

means that if the effects to the performance by the two 

predictors are the same, then the two predictors’ Shapley 

values are the same.

(3) Additivity axiom: For two games 𝑣 and 𝑤 , 𝜙𝑖(𝑣) +

𝜙𝑖(𝑤) = 𝜙𝑖(𝑣 + 𝑤) for all 𝑖 in 𝑁, where the game [𝑣 + 𝑤]

is defined by [𝑣 + 𝑤](𝑆) = 𝑣(𝑆) + 𝑤(𝑆) for any coalition 𝑆. 

In my case study, 𝑣 and 𝑤 are corresponding to two company 

characteristics functions.

There the unique solution exists which meets the above 

three axioms. Shapley showed the formula of the Shapley 

value for player 𝑖 as follows [8]:

𝜙𝑖 = ∑
|𝑆|! (|𝑁| − |𝑆| − 1)!

|𝑁|!
[ 𝑣(𝑆 ∪ {𝑖}) − 𝑣(𝑆)]

𝑆⊆𝑁∖{𝑖}

There, every subset 𝑆 of 𝑁 which does not contain 𝑖.

∑
|𝑆|! (|𝐹| − |𝑆| − 1)!

|𝐹|!
𝑆⊆𝐹∖{𝑖}

[𝑓𝑆∪{𝑖}(𝑥𝑆∪{𝑖}) − 𝑓𝑆(𝑥𝑆)]

where 𝐹 is a set of players, and 𝑆 is a subset of 𝐹 which does 

not include 𝑖-th player 𝑆 ⊂ 𝐹 ∖ {𝑖}. |𝐹|! is the permutations 

of the number of 𝐹 . The term [𝑓𝑆∪{𝑖}(𝑥𝑆∪{𝑖}) − 𝑓𝑆(𝑥𝑆)] is 

player 𝑖’s marginal contribution to coalitions 𝑆; the function 

𝑓 is calculated with the input of the player set (𝑥𝑆∪{𝑖}) and 

then the function 𝑓 is calculated with the input of the players 

set (𝑥𝑆). The difference is used as the key part of the formula.

The Shapley value can be interpreted as the expected 

marginal contribution of player 𝑖. Suppose that the players 

enter a room in some order and that all |𝐹|! orderings are 

equally likely [9].

The first |𝑆| players can precede 𝑖 , and the number of 

permutations is |𝑆|!. Then (|𝐹| − |𝑆| − 1)! different orders 

in which the remaining (|𝐹| − |𝑆| − 1) players can follow. 

Then 
|𝑆|!   (|𝐹|−|𝑆|−1)!

|𝐹|!
expresses the probability of adding 𝑖-th

player to the subset 𝑆.

An example is shown here: 𝐹 = {𝑋1, 𝑋2, 𝑋3} and 𝑖 = 1 are 

given. In that case, 𝑆 are the following 4 subsets:

{{ }, {𝑋2}, {𝑋3}, {𝑋2, 𝑋3}}

The number of members are |𝐹| = 3 . Then the 

permutation is |𝐹|! = 6.

 Case 𝑆 = { }: Possible orders are (1) 𝑋1 → 𝑋2 → 𝑋3

and (2) 𝑋1 → 𝑋3 → 𝑋2. Then 
|𝑆|!(|𝐹|−|𝑆|−1)!

|𝐹|!
=

2

6
.

 Case 𝑆 = {𝑋2}: Possible orders are (1) 𝑋2 → 𝑋1 →

𝑋3. Then 
|𝑆|!(|𝐹|−|𝑆|−1)!

|𝐹|!
=

1

6
.

 Case 𝑆 = {𝑋3}: Possible orders are (1) 𝑋3 → 𝑋1 →

𝑋2. Then 
|𝑆|!(|𝐹|−|𝑆|−1)!

|𝐹|!
=

1

6
.

 Case 𝑆 = {𝑋2, 𝑋3} : Possible orders are (1) 𝑋2 →
𝑋3 → 𝑋1 and (2) 𝑋3 → 𝑋2 → 𝑋1 . Then 
|𝑆|!(|𝐹|−|𝑆|−1)!

|𝐹|!
=

2

6
.

Then we consider the calculation method SHAP in a

machine learning regression. We have to calculate each 

company characteristic function 𝑣   using the regression 

model 𝑓(𝑋).

When we try to find 𝑣, we have to fix every feature value 

to find the value of 𝑣(𝑥). So, we use the expected value (the 

average value) of the feature instead of the missing feature

[7].



𝜙0 = 𝐸[𝑓(𝑋)]  
𝜙1 = 𝐸[𝑓(𝑋)|𝑋1 = 𝑥1] − 𝜙0  

𝜙2 = 𝐸[𝑓(𝑋)|𝑋1 = 𝑥1, 𝑋2 = 𝑥2] − 𝜙1  

𝜙3 = 𝐸[𝑓(𝑋)|𝑋1 = 𝑥1, 𝑋2 = 𝑥2, 𝑋3 = 𝑥3] − 𝜙2  

 

The above four expressions are cited from Fig. 1 in [7] 

explain how to get from the base value 𝐸[𝑓(𝑋)] that would 

be predicted if we did not know any features to the current 

output 𝑓(𝑥). The SHAP values arise from averaging the 𝜙𝑖 

values across all possible orderings. 

The SHAP value 𝜙𝑖 may be a negative value. Therefore, to 

calculate the importance of a feature, the average of all the 

absolute values 𝜙𝑖 is used. The importance of a feature 𝑖 is 

calculated as 
1

𝑁
∑ |𝜙𝑖

𝑘|𝑁
𝑘=1  where 𝑁 is the sample size. 

The original Shapley value is the solution of how to divide 

the total profit to every player and the expected value of each 

player’s marginal contribution to the total profit. The Shapley 

value is calculated under the condition that all possible 

orderings are equally likely. When we use the Shapley value 

in a regression model, a player is a predictor feature and the 

profit is the target value. The SHAP value can provide us with 

the marginal contribution of each predictor feature. 

Then, let us consider the measurement of relative 

importance of a predictor in a regression analysis. In the tree 

based regression, for example, Random Forest, the relative 

importance of a predictor was first defined as the sum of 

squared improvements over all internal nodes for which the 

feature was chosen as the splitting feature [24]. Compared to 

this definition, the SHAP value is the bottom-up procedure 

from each company’s characteristics. That is the advantage of 

the SHAP values. The previous method which counts levels 

of purification improvement by splitting the area, being 

ignored each company’s characteristics; in other word, the 

previous method ignores which companies are split to which 

areas. What counts on there was just the improvement of the 

purification level of split areas.  Another advantage of the 

SHAP is availability to any regression models such as 

XGBoost or Random Forest. SHAP is available, so far as we 

can have the regression model. 

Let us think about this case study. The regression model f 

is calculated from all company data. Using the model, we 

make a characteristic function 𝑣  for each company, 𝑣: 2𝑛 →
𝑅 where 𝑛 is the number of predictors. The resultant SHAP 

value reflects how a company behaves for the target value. 

The 𝑛 feature values are related to one another within the 

company. The SHAP value can then be interpreted as an 

expected utility of each predictor for the target. However, the 

function 𝑣  is made based on the regression model f. The 

calculation of the regression model f requires all n feature 

values; We cannot calculate characteristic values by f, like  

𝑣: 2𝑛 → 𝑅. To solve the problem, we have to use the average 

value of all companies in f, instead of the missing feature. 

Then it becomes important to select the domain of the 

companies. We must select a set of company data from the 

same industry field such as an automaker and a machinery. 

Generally speaking, when we evaluate the performance of a 

company, we will see whether the company’s performance is 

greater than the average level of the industry field or under 

the level, compared to the same industry companies. Because 

we use the average level, we have to be careful when we 

select the set of companies. This is because we would like to 

investigate a company’s behavior through the comparison to 

others in the same industry. 

 

III. CASE STUDY 

In the section, I shall present the linearity between target 

values and SHAP values, using a concrete practical example. 

The case study that I use here is a regression analysis of the 

stock price data of leading global manufacturers. The industry 

fields are (1) automakers such as Toyota and (2) electronic 

companies such as Sony. The data we used is stock price data. 

Its period or so is shown in Table I. 

 
TABLE I: MANUFACTURING COMPANIES' DATA 

Industry Field Automakers 
Electronics 

Companies 

Stock Price Data 

Period 

March 1, 2018 to 

April 20, 2018 

March 1, 2018 to 

April 20, 2018 

Regression Data 

Period 
2013 to 2017 2013 to 2017 

Number of 

Companies 
(total) 54 (total) 100 

Germany 7 5 

Japan 34 45 

US 13 50 

 

I conducted the regression on the data. The target variable 

of the regression is the ratio of the initial stock price and the 

final stock price. In the period, the stock prices were 

decreased severely owing to the President Trump’s remarks 

concerning the US-China trade friction. I made the ratio as 

the target variable, so that I wanted to investigate the recovery 

power of companies. The stock price reflects the investors’ 

speculation for a company and evaluation of a company. 

Generally speaking, a company which investors evaluate as a 

high-performance company has a high recovery power. The 

features/predictor variables are shown in Table II. 

From a viewpoint of business and management, these six 

predictors are divided to (1) the profitability related ones 

[PBT, ROA and ROE] and (2) the operations management 

related performances [IVR and FAR), and (3) the sales 

growth rate [SGR]. High inventory ratio and high tangible 

fixed assets ratio mean “slow” and “heavy” supply chains. 

SGR is introduced to stand for “growth potentiality”.  

Details of the regression results of the automakers are 

described in  [25]. In this paper, I shall focus on the SHAP 

interpretation. 

 
TABLE II: SIX PREDICTOR VARIABLES OF THE REGRESSION 

Predictor Explanation 

1) SGR 
Sales growth ratio (the geometric mean of 

the five years) 

2) PBT Profit before tax ratio (over sales) 

3) ROA Returns on assets 

4) ROE Returns on equity 

5) IVR Inventory ratio (over sales) 

6) FAR Tangible fixed assets ratio (over sales) 

 

The database of the six predictors was ORBIS by Bureau 

Van Dijk. I would like to investigate the long term effects. 

Therefore, I set the predictor variables of the regression to be 

averages during the past five years (2013- 2017).  

International Journal of Trade, Economics and Finance, Vol. 13, No. 2, April 2022

30



The stock price data were also taken from the ORBIS 

database. I conducted the regression analysis by XGBoost 

method. The used environment is the python environment 

with the scikit-learn libraries (https://scikit-

learn.org/stable/index.html) [26], [27]. The SHAP library I 

used is presented by Lundberg as GitHub 

(https://github.com/slundberg/shap) [7]. 

The resultant 𝑅2 of XGBoost regression was 1.0 in both 

the automakers and the electronics companies. This is so 

called “over-fitting” which should be avoided to make 

prediction. In this analysis, however, my objective is to 

illuminate latent relationship structures between the stock 

price recovery (target) and the six performance measures 

(predictors). For the purpose, I used all data as the training 

data without test data, so that I can see the whole companies’ 

behaviors. 

 

 
Fig. 1(a). Plot between target values and raw predictor IVR in automakers 

(The correlation coefficient is -0.108318). 

 

 
Fig. 1(b). Plot between target values and SHAP IVR in automakers 

(The correlation coefficient is 0.586592). 

 

In Fig. 1, I show six comparisons between (a) the plot 

between raw predictor IVR values and the target values, and 

(b) the plot between the IVR’s SHAP values and the target 

values. As shown in Fig. 1(a), there is no simple relationship 

between the IVR and the target values. The correlation 

coefficient is also -0.1. On the other hand, using the IVR 

SHAP values, the linearity appeared (See Fig. 1(b)). The 

correlation coefficient becomes 0.59. I found that a small IVR 

value contributed more to the target value (See SHAP values 

in Fig. 1(b)). From the theory, the relationship between the 

Shapley values and the target values is always positive, 

because the original Shapley value definition is a marginal 

effect of a predictor (player) to the target value (profitability); 

The original assumption is that the cooperation (coalition) 

makes the worth better than the worth of its parts acting 

separately. 

This IVR result supports that a company with a low 

inventory ratio in general can recover its stock prices quickly. 

In Fig. 1(a), we can see TESLA and NISSAN SHATAI. The 

inventory ratio of TESLA is larger than that of NISSAN 

SHATAI; A heavy inventory is not good from the viewpoint 

of operations management. After the SHAP calculation, in 

Fig. 1(b), I can see that the small inventory ratio by NISSAN 

SHATAI still more positively contributes to the increase of 

the target value, compared to the high inventory ratio by 

TESLA.  

Then, from a comparison between Fig. 1(c) and Fig. 1(d), 

I found that a company with a low sales growth ratio 

recovered its stock prices quickly as well as the IVR 

comparison. Contrary to my expectations, concerning SGR 

(sales growth rate), a recovery of a company with a rapid 

growth rate was slow, although the relationship is not so 

strong. 

In Table III, the total comparison concerning the 

automakers’ results are shown. The left row shows the 

predictors’ correlation coefficients. In the right row, the six 

correlation coefficients of SHAP values which are all positive.  

Then let me show the result of the electronic companies. 

First, let me show the improvement concerning IVR (See Fig. 

2). Although there is no relationship between the predictor 

IVR and the target, the linear relationship with the correlation 

coefficient 0.81 clearly appeared by the SHAP values. In 

other predictor comparisons, we can see the same kind of 

improvement of correlation changes toward the linearity, as 

shown in Table IV. Especially the correlation of IVR SHAP 

values is very high 0.81. 

 

 
Fig. 1(c). Plot between target values and raw predictor SGR in automakers 

(correlation coefficient is -0.271465). 

 

 
Fig. 1(d). Plot between target values and SHAP SGR in automakers 

(correlation coefficient is 0.362226). 
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TABLE III: AUTOMAKERS’ IMPROVEMENT OF CORRELATION 

COEFFICIENTS 

Predictor Raw SHAP 

1) SGR -0.271465 0.362226 

2) PBT 0.364203 0.737775 

3) ROA 0.340880 0.317088 

4) ROE 0.509682 0.769282 

5) IVR -0.108318 0.586592 

6) FAR -0.207072 0.660774 

 

 
Fig. 2(a). Plot between target values and raw predictor IVR in electronic 

companies (The correlation coefficient is -0.105506). 

 

 
Fig. 2(b). Plot between target values and SHAP IVR in electronic 

companies (The correlation coefficient is 0.806714). 

 

 
Fig. 2(c). Plot between target values and raw predictor SGR in electronic 

companies (The correlation coefficient is -0.069889). 

 

 
Fig. 2(d). Plot between target values and SHAP SGR in electronic 

companies (The correlation coefficient is 0.694865). 

TABLE IV: ELECTRONICS COMPANIES' IMPROVEMENT OF CORRELATION 

COEFFICIENTS 

Predictor Raw SHAP 

1) SGR -0.069889 0.694865 

2) PBT -0.057337 0.712772 

3) ROA -0.077992 0.620517 

4) ROE 0.072975 0.699969 

5) IVR -0.105506 0.806714 

6) FAR 0.109430 0.680907 

 

IV. SHAP VALUE AS PERFORMANCE MEASUREMENT 

In general, when we compare rival companies in the same 

industry field, we use the predictor raw value. For example, a 

company with ROA (Return On Assets) over 5% is 

considered to be a high performance company. However, I 

think that the ranking of this raw predictor data hardly shows 

the order of the high performance of companies. The raw 

predictor values lack the viewpoint of companies’ 

characteristics. If we know the company behavior, we should 

utilize the company’s characteristic model information. I 

noticed this important thing, from the comparisons of 

correlation coefficients shown in Fig. 1 and Fig. 2. 

Let me use an analogy for the explanation. In a human 

body, a systolic blood pressure 135 mmHg is considered to 

be unhealthy. However, even with the value 135 mmHg, 

some persons are healthy. Whether healthy or not depends on 

the person’s physical characteristics. Let me back to this case 

study. For example, suppose that there are two companies X 

and Y; They are company X with ROA 4% and company Y 

with ROA 12%. The ROA values do not indicate contribution 

to the target values if in company X, the contribution by ROA 

(4%) might be much higher than ones of other five predictors 

and if in company Y, the contribution by ROA (12%) might 

be much smaller than ones of other five predictors. The 

absolute ROA values cannot reflect the company’s internal 

behavior or characteristics. 

On the other hand, in the evaluation by SHAP in the 

regression, the SHAP can reflect the characteristics of the 

company. In the process, I first conduct a regression to obtain 

the regression model. Next, using the regression model, I 

calculate the company X’s characteristic function v. Finally, 

using the characteristic function, I shall calculate the SHAP 

value of each predictor concerning company X. The SHAP of 

ROA indicates how much effective the ROA value is in order 

to increase the target value within the company X. On the 

effectiveness evaluation, the company X’s behavior or 

structural characteristics is reflected. 

For example, suppose that company Y’s IVR is much 

higher than the average. The higher IVR in general leads to a 

delay of the recovery after the large decline of stock prices. 

However, within company Y, higher IVR might play a good 

role for a quick recovery. If so, the SHAP of IVR within 

company Y would become positively large. 

 

V. EVALUATION BY PCA 

In the section, I conduct a PCA (Principal Component 

Analysis) to remove the multi-collinearity among the 

predictors. 

The problem by multi-collinearity is called substitution 
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effects in machine learning methods. Substitution effects can 

bias the results from feature importance methods. In the case 

of MDI (Mean decrease impurity), the importance of two 

identical features will be halved, if they randomly chosen 

with equal probability [1]. In general, to solve the multi-

collinearity problem, we apply PCA. The orthogonalization 

of features by PCA can remove the multi-collinearity [1].

Fig. 3. Raw Predictor: 3D scatter plot between PC1, PC2 and target values 

in automakers.

Fig. 4. Raw Predictor: Eigenvectors of PC1 and PC2 in automakers. The

first eigenvector is in blue.

Fig. 5. SHAP: 3D scatter plot among PC1, PC2, and target values in 

automakers.

First, I conducted a PCA using the six raw predictor values 

of the automakers. Then I conducted the dimensional 

reduction from 6 dimensions to 2 dimensions using the first 

and second Principal Components. In Fig. 3, I showed the 

result of the 3-dimensional plot with the axes of PC1 

(Principal Component first) and PC2, and the target values. 

As shown there, I found no linear plane among them. The 

corresponding first and second eigenvectors are shown in Fig.

4. The element values are as follows: PC1 {-0.485585, -

4.87069, -0.472493, -0.936612, -151.265, -50.5595}, and

PC2 {-0.161258, -4.51894, -0.503542, -1.44312, 8.06248, -

23.6532}. The element values are plotted in Fig. 4. The 

eigenvectors seem to be meaningless.

Then I conducted a PCA of the six SHAP values. From the 

scatter plot by the SHAP values’ PC1, PC2, and the target 

values, a clear linear relationship appeared (See Fig. 5). This 

is a very reasonable consequence, because each predictor 

SHAP values have a linear relationship to the target values 

which was shown in the previous section.

Fig. 6. SHAP: Eigenvectors of PC1 and PC2 in automakers.

Fig. 6 shows the first and second eigenvectors. In the first 

eigenvector which is in blue, ROE(5) and PLBT(1) are the 

main factors, because their absolute values are large. In the 

second eigenvector, IVR(3) and FAR(4) are the main factors. 

Then, the first PC can be interpreted as a profitability relted 

factor. The second PC can be interpreted as an operation 

management related factor. I can obtain clearly the latent 

meanings of the PCs.

Then, let’s see the electronics companies’ results. Fig.7 

shows the predictors’ PCA results. Like the automakers’ one, 

there is no linear relationship there. The eigenvectors also 

have no meanings as shown in Fig. 8. On the other hand, 

using SHAP values, the linear relationship clearly appeared 

(See Fig. 9). Concerning the eigenvectors of the first 

eigenvector, in the negative side there are mainly IVR, FAR, 

and ROE. In the second eigenvector, in the positive side there 

are mainly IVR, FAR, and ROE (See Fig. 10).

In general, investors are firstly interested in the 

profitability features such as PLBT, ROA, and ROE. The IVR 

and FAR are likely to be forgotten. However, I think that the 

contribution by IVR and FAR are great and should be 

analyzed precisely. The SHAP PCA results also showed that 

IVR and FAR contributed a lot as the main factors. To extract 

the effects by the operation management contribution, a PCA 

by raw predictor values are not useful and the PCA by SHAP 

values are effective.

SHAP values are measurement of predictors, taking into 

account of company characteristics. I would like to propose 

that the SHAP values should be used as a company 

performance evaluation as follows: First, in the same industry 

group, we conduct the regression and evaluate the SHAP 

values for each company. In each predictor, the average and 

standard deviation of SHAP values are calculated. Using the 
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values, the deviation score of each company can be found. In 

Fig. 11, sample radar charts of two companies are illustrated

using the deviation scores. The blue company’s scores are 

over 50 in many predictors, which means the company is the 

higher performance company than the average level.  

Compared with the orange company, in every aspect except 

ROE, the orange company scores are higher than those of the 

blue company. Although the blue company is well-balanced, 

the orange company is a higher performance company. In 

addition, I think that the orange company can increase the 

ROE values still more that is the stretch point of the company. 

Fig. 7. Raw Predictor: 3D scatter plot between PC1, PC2 and target values 

in electronic companies.

Fig. 8. Raw Predictor: eigenvectors of PC1 and PC2 in electronic 

companies.

Fig. 9. SHAP: 3D scatter plot between PC1, PC2 and target values in 

electronic companies.

Fig. 10. SHAP: eigenvectors of PC1 and PC2 in electronic companies.

Fig. 11. Sample of a SHAP based radar chart.

VI. CONCLUSION

In the paper, I described the feature importance analysis of 

global manufacturing companies. The industry fields are (1) 

automakers and (2) electronics companies. In general, we had 

not found the linear relationship between the raw predictor 

values and the target values in the regression. On the other 

hand, using the SHAP values, I found the linear relationship 

between the SHAP values and the target values in each 

predictor’s regression.

The original point of the paper is that I showed the linear 

relationship between the target and the SHAP values in both 

industry fields. Secondly, I offered a new interpretation of the 

SHAP’s intrinsic meaning. A SHAP value is calculated based 

on each company’s characteristics, and the SHAP value 

reflects the company’s behavioral structure, which is the 

intrinsic meaning of SHAP values in a company performance 

evaluation. Therefore, when we evaluate the company 

performance, SHAP is better that the raw predictor values.

A SHAP value reflects how a company behaves for the 

target value and the N predictor values are related to one 

another within the company. Therefore, a linear relationship 

appears between the target values and the predictor SHAP 

values, even when there was no linear relationship between 

the target values and the raw predictor values.

The reason why we cannot find the linearity in the 

regression by the raw predictor values has no relationship to 

the multi-collinearity problem. To show that, I conducted a 

PCA by predictor values and using the PC1, PC2, and the 

target values, I illustrated the 3D scatter plot. There is no 

linearity. On the other hand, from the PCA of SHAP values, 

I could extract latent semantics of the PC1 and PC2 such as a 

profitability related factor and an operation management 

relation factor.

It is interesting that after reflecting the company’s 

characteristics by the SHAP approach, the regression result 

showed the linear relationship in all predictors and the target 

values in this case study. This visualization made us 

understand the intrinsic meaning and potential of SHAP 

values.
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