
  

  
Abstract—Companies are viewing customers in terms of 

their lifetime duration. Customer lifetime duration is a 
powerful and straightforward measure that synthesizes churn 
(attrition) risk at individual customer level. For existing 
customers, customer lifetime duration can help companies 
develop customer loyalty and treatment strategies to maximize 
customer value. In this study, based on the Kumaraswamy 
distribution, the Kumaraswamy Lindley distribution is studied. 
Some mathematical properties of Kumaraswamy Lindley 
distribution such as moments, hazard function, quantile 
function, skewness, kurtosis are derived. The method of 
maximum likelihood is used to estimate the model parameters 
and the observed information matrix is derived. An application 
of our results is provided to show the applicability of this 
distribution, especially for customer lifetime duration. 
Therefore, the proposed distribution can be a useful tool to 
analyze customer lifetime duration in marketing research. 
 

Index Terms—Customer lifetime, Kumaraswamy 
distribution, Lindley distribution, moments, maximum 
likelihood estimation, marketing research. 
 

I. INTRODUCTION 
The Lindley distribution is introduced by Lindley in 1958 

as a one-parameter distribution ߠ ൐ 0 . Its probability 
density function(pdf) is given by 
 

݃ሺݔሻ ൌ ఏమ

ఏାଵ
ሺ1 ൅  ሻ݁ିఏ௫.                          (1)ݔ

 
Note that this distribution is a mixture of exponential and 

gamma (2,ߠ) distributions. The corresponding cumulative 
distribution function (cdf) is given by 
 

ሻݔሺܩ ൌ 1 െ eିθ୶ ቂ1 ൅ ఏ௫
ఏାଵ

ቃ ݔ    , ൐ ߠ   ,  0 ൐ 0           (2) 
 

Ghitany et al. [1] discussed various properties of this 
distribution and showed that the Lindley distribution 
provides a better model than the exponential distribution in 
many ways. A discrete version of the Lindley distribution 
suggested by Deniz and Ojeda [2] based on an application 
related to insurance. The Lindley mixture of Poisson 
distribution is obtained by Sankaran [3]. Ghitany et al. [4], 
[5] obtained size-biased and zero-truncated version of 
Poisson-Lindley distribution. Ghitany and Al-mutairi [6] 
discussed various estimation methods for the discrete 
Poisson-Lindley distribution. Bakouch et al. [7] proposed an 
extended Lindley distribution. Mazucheli and Achcar [8] 
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discussed the applications of Lindley distribution to 
competing risks lifetime data. Ghitany et al. [9] developed a 
two-parameter weighted Lindley distribution and discussed 
its applications to survival data. Recently, Zakerzadah and 
Dolati [10] and Elbatal et al. [11] have obtained the 
generalized Lindley distribution and the Kumaraswamy 
Quasi Lindley distribution, respectively. 

Although some studies have been conducted for the 
Lindley distribution, the Kumaraswamy distribution is not 
very common among statisticians and has been little 
explored in the literature. If G(x) is the baseline cdf of a 
random variable, the cdf of the Kumaraswamy-generalized 
(Kum-generalized) distribution, 
 

ሻݔሺܨ ൌ 1 െ ሺ1 െ ሻ௔ሻ௕,0ݔሺܩ ൏ ݔ ൏ 1                (3) 
 
where ܽ ൐ 0, ܾ ൐ 0   are shape parameters. Then, the 
corresponding pdf is given by 
 

݂ሺݔሻ ൌ ܾܽ݃ሺݔሻܩሺݔሻ௔ିଵሺ1 െ  ሻ௔ሻ௕ିଵ             (4)ݔሺܩ
 

Note that Eq. (4) can be unimodal, increasing, decreasing 
or constant, depending on the parameter values. 

As mentioned before, the Kumaraswamy distribution 
does not seem to be very familiar to statisticians or 
economists and has not been investigated systematically in 
much detail before, nor has its relative interchangeability 
with the beta distribution been widely appreciated. On the 
other hanf, in a very recent paper, Jones [12] explored the 
background of this distribution. Several advantages of the 
Kumaraswamy distribution over the beta distribution is 
listed: the normalizing constant is very simple; simple 
explicit formulae for the distribution and quantile functions 
which do not involve any special functions; explicit 
formulae for L-moments and simpler formulae for moments 
of order statistics. Besides, according to Jones [12], the beta 
distribution has the following advantages over the 
Kumaraswamy distribution: simpler formulae for moments 
and moment generating function (mgf); a one-parameter 
sub-family of symmetric distributions; simpler moment 
estimation and more ways of generating the distribution via 
physical processes. 

In this study we combine the Kumaraswamy distribution 
and the Lindley distribution and derive some statistical 
properties of this distribution to show the applicability in the 
customer lifetime duration in marketing research. 

 

II. KUMARASWAMY LINDLEY DISTRIBUTION 
In this section we introduce the Kumaraswamy Lindley 

(KL) distribution. Using (2) in (3), the cdf of the KL is 
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given by 
 

ሻݔ௄௅ሺܨ ൌ 1 െ ሾ1 െ Gሺݔሻ௔ሿ௕1 െ ቄ1 െ ቀ1 െ ݁ିఏ௫ ቂ1 ൅
ఏ௫

ఏାଵ
ቃቁ

௔
ቅ

௕
                                (5) 

 
From (5), we have  

 
௄݂௅ሺݔሻ  ൌ ܾܽ݃ሺݔሻܩሺݔሻ௔ିଵሾ1 െ  ሻ௔ሿ௕ିଵݔሺܩ

ൌ ܾܽ ቀ ఏమ

ఏାଵ
ሺ1 ൅ ሻ݁ିఏ௫ቁݔ ቀ1 െ ݁ିఏ௫ ቂ1 ൅ ఏ௫

ఏାଵ
ቃቁ

௔ିଵ
ቂ1 െ

ቀ1 െ ݁ିఏ௫ ቂ1 ൅ ఏ௫
ఏାଵ

ቃቁ
ୟ
ቃ

௕ିଵ
                       (6) 

 
Note that the Kumaraswamy Lindley is very flexible 

distribution that approaches to different distributions for 
some special values of the parameters which is given below: 

• If ܽ ൌ ܾ ൌ 1, then (1) gives the Lindley distribution. 
• If ܽ ൌ ܾ ൌ 1, then (1) gives the gamma distribution 

with parameters ሺ2,  (ߠ
Using (6), we obtain the survival function of the KL 

distribution is 
 

ܵ௄௅ሺݔሻ ൌ 1 െ ሻݔሺܨ ൌ 1 െ ቄ1 െ ቀ1 െ eିθ୶ ቂ1 ൅
ఏ௫

ఏାଵ
ቃቁ

ୟ
ቅ

௕ିଵ
                              (7) 

 
Then, the hazard function corresponding (7) is given by 

 

ℎ௄௅ሺݔሻ ൌ ௙ሺ௫ሻ
ଵିிሺ௫ሻ

=
௔௕ఏమሺଵା௫ሻ௘షഇೣቀଵିୣషθ౮ቂଵା ഇೣ

ഇశభቃቁ
ೌషభ

൤ଵିቀଵିୣషθ౮ቂଵା ഇೣ
ഇశభቃቁ

౗
൨

       (8) 

 

 
Fig. 1. Pdf of Kumaraswamy Lindley Distribution ( ௄݂௅ሺݔ; ܽ, ܾ,   .ሻሻߠ

 

 
Fig. 2. Cdf of Kumaraswamy Lindley Distribution (ܨ௄௅ሺݔ; ܽ, ܾ,  .ሻሻߠ

 
Plots of the probability density, cumulative distribution 

and survival functions for the several values of the 
parameters are presented in Fig. 1, Fig. 2 and Fig. 3, 

respectively. 
 

 
Fig. 3. Hazard function of Kumaraswamy Lindley Distribution 

(݄௄௅ሺݔ; ܽ, ܾ,  .ሻሻߠ
 

III. SOME PROPERTIES OF KUMARASWAMY DISTRIBUTION 
The generalized binomial theorem can be used for the 

expansion of the pdf for the KL distribution. The 
generalized binomial theorem is given by 

 

ሺ1 െ ሻఉߙ ൌ ෍ሺെ1ሻ௜
∞

௜ୀଵ

ቀߚ െ 1
݅ ቁ ,௜ߙ ߚ ൐ 0, |ߙ| ൏ 1 

 
Then, using the generalized binomial theorem we get 

 

fሺݔሻ  ൌ ௜௝abݓ θమ

θାଵ
ሺ1 ൅ xሻeିθሺ୨ାଵሻ୶ ቂ1 ൅ ఏ௫

ఏାଵ
ቃ

௝
         (9) 

 

where ݓ௜௝ ൌ ∑ ∑ ሺെ1ሻ௜ା௝ஶ
௝ୀ଴

ஶ
௜ୀ଴ ቀܾ െ 1

݅ ቁ ൬ܽ݅ ൅ ܽ െ 1
݆ ൰. 

 
The pdf in (9) shows that the KL density can be written in 

terms of a mixture of Lindley densities. 
We now consider the quantile function of the KL. The 

KLquantile function, sayܳሺݑሻ ൌ ௄௅ܨ
ିଵሺݑሻ ൌ  is computed ,ݔ

by inverting (5). Then, we have 
 

ݑ െ 1 ൅ ቄ1 െ ቀ1 െ ݁ିఏ௫ ቂ1 ൅ ఏ௫
ఏାଵ

ቃቁ
௔

ቅ
௕

ൌ 0            (10) 
 

The equation in (10) can be solved for ݔ using methods of 
solving non-linear equations. In this study, we solved (10) 
using a R Project’s function as “uniroot”. Then, an 
application of (10) is presented n Table I. 

We hardly need to emphasize the necessity and 
importance of moments in any statistical analysis especially 
in applied work. Some of the most important features and 
characteristics of a distribution can be studied through 
moments (e.g., tendency, dispersion, skewness and 
kurtosis). Now we discuss the non-central moments of the 
KL distribution. 

The rth non-central moment of the KL distribution is 
given by 

 
௥ߤ
′ ሺݔሻ ൌ ሺܺ௥ሻܧ ൌ

௜௝௞ݓ ቂߠ ቀ ୻ሺ௥ା௞ାଵሻ
ሾఏሺ௝ାଵሻሿೝశೖశభ ൅ ୻ሺ௥ା௞ାଶሻ

ሾఏሺ௝ାଵሻሿೝశೖశమቁቃ                                 (11) 
 

where ݓ௜௝௞ is defined as 

0
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෍ ෍ ܾܽ
௝

௞ୀ଴

ሺെ1ሻ௜ା௝ ቀܾ െ 1
݅ ቁ

∞

௜,௝ୀ଴

൬ܽ݅ ൅ ܽ െ 1
݆ ൰ ቀ݆

݇ቁ ൬
ߠ

ߠ ൅ 1൰
௞ାଵ

. 

 
We are now ready to obtain skewness of the KL 

distribution using the non-central moments of X as follows: 
 

ଷߤ
′ െ ଵߤ3

′ ଶߤ
′ ൅ ଵߤ2

′ ଷ

ቂߤଶ
′ െ ଵߤ

′ ଶቃ
ଷ/ଶ  

 
Similarly, the kurtosis of the KL distribution can be 

derived by means of the non-central moments as follows: 
 

ସߤ
′ െ ଵߤ4

′ ଷߤ
′ ൅ ଵߤ6

′ ଶߤଶ
′ െ ଵߤ3

′ ସ

ቂߤଶ
′ െ ଵߤ

′ ଶቃ
ଶ  

 
Let us point out that the skewness and kurtosis of the KL 

distribution can be derived by quantiles. The Bowleys’ 
skewness [13] and the Moors’ kurtosis [14] is based on (10) 
are given by 
 

ܤ ൌ
ܳሺ3/4ሻ െ 2ܳሺ2/4ሻ ൅ ܳሺ1/4ሻ

ܳሺ3/4ሻ െ ܳሺ1/4ሻ  

 
and 
 

ܯ ൌ
ܳሺ7/8ሻ െ ܳሺ5/8ሻ െ ܳሺ3/8ሻ ൅ ܳሺ1/8ሻ

ܳሺ6/8ሻ െ ܳሺ2/8ሻ  

 
We write an easy code in R Project for the computation of 

skewness and kurtosis. Then, the skewness and kurtosis of 
the KL distribution for the some values of the parametersare 
shown in Table I. 
 
TABLE I: THE VALUES OF THE SKEWNESS (B) AND KURTOSIS (M) FOR THE 

SEVERAL VALUES OF THE PARAMETERS 

ሻݑሺܳ ݑ  ൌ  ܯ ܤ ݔ

ܽ ൌ 4 
ܾ ൌ 2 

ߠ ൌ 0.5 

1/8 2.67925 

0.08697 0.23554 

2/8 3.36083 
3/8 3.93215 
4/8 4.49128 
5/8 5.09832
6/8 5.83710
7/8 6.93447

 
Now consider the mgf of the KL distribution. Let us show 

that mgf can also be obtained as 
 

ሻݐ௫ሺܯ ൌ ሺ݁௧௫ሻܧ ൌ න ݁௧௫
௄݂௅ሺݔሻ݀ݔ

∞

଴

ൌ ௜௝௞ݓ ൤ߠ ൬
ሺ݇߁ ൅ 1ሻ

ሾߠሺ݆ ൅ 1ሻ െ ሿ௞ାଵݐ

൅
ሺ݇߁ ൅ 2ሻ

ሾߠሺ݆ ൅ 1ሻሿ௞ାଶ൰൨ 

 
Note that the one can obtain the skewness and kurtosis of 

the KL distribution using mgf given above. Now we are 
ready to introduce the maxiumum likelihood estimation of 
the KL distribution. 

IV. MAXIMUM LIKELIHOOD ESTIMATION 
In this section, the maximum likelihood estimation 

(MLE) of the parameters of the KL distribution is derived. 
The likelihood function for the parameters is given by 
 

L ൌ ቆab
θଶ

θ ൅ 1ቇ
௡

ෑ ቀሺ1 ൅ x௜ሻeିθ∑ ୶೔
೙
೔సభ ቁ

௡

௜ୀଵ

൬1

െ eିθ୶೔ ൤1 ൅
௜ݔߠ

ߠ ൅ 1൨൰
௔ିଵ

ቈ1

െ ൬1 െ eିθ୶ ൤1 ൅
ݔߠ

ߠ ൅ 1൨൰
ୟ
൨

ୠିଵ

 

 
and so the log likelihood function is obtained as  
 

log ܮ ൌ ݊ log ܽ ൅ ݊ log ܾ ൅ 2݊ log ߠ െ ݊ logሺߠ ൅ 1ሻ 

൅ ෍ logሺ1 ൅ ௜ሻݔ െ ߠ ෍ ௜ݔ

௡

௜ୀଵ

௡

௜ୀଵ

 

൅ሺܽ െ 1ሻ ෍ log ൤1 െ ݁ିఏ௫೔ ൬1 ൅
௜ݔߠ

ߠ ൅ 1൰൨
௡

௜ୀଵ

 

൅ሺܾ െ 1ሻ ෍ log ቈ1 െ ൜1 െ ݁ିఏ௫೔ ൬1 ൅
௜ݔߠ

ߠ ൅ 1൰ൠ
௔

቉
௡

௜ୀଵ

 

 
The log likelihood function is maximized by solving 

nonlinear linear likelihood equations obtained by 
differentiating log likelihood function. Then, the first order 
partial derivatives with respect to three parameters are 
 

߲ log ܮ
߲ܽ ൌ

݊
ܽ ൅ ෍ log ൤1 െ ݁ିఏ௫೔ ൬1 ൅

௜ݔߠ

ߠ ൅ 1൰൨
௡

௜ୀଵ
 

െሺܾ െ 1ሻ ෍
ቂ1 െ ݁ିఏ௫೔ ቀ1 ൅ ఏ௫೔

ఏାଵ
ቁቃ

௔

ቄ1 െ ቂ1 െ ݁ିఏ௫೔ ቀ1 ൅ ఏ௫೔

ఏାଵ
ቁቃ

௔
ቅ

௡

௜ୀଵ

 

.log ቂ1 െ ݁ିఏ௫೔ ቀ1 ൅ ఏ௫೔

ఏାଵ
ቁቃ, 

߲ log ܮ
߲ܾ ൌ

݊
ܾ ൅ ෍ log ൤1 െ ൜1 െ ݁ିఏ௫೔ ൬1 ൅

௜ݔߠ

ߠ ൅ 1൰ൠ൨
௡

௜ୀଵ
 

 
and 
 

డ ୪୭୥ ௅
డఏ

ൌ ଶ௡
ఏ

൅ ሺܽ െ 1ሻ ∑
௫೔௘షഇೣ೔൤ଵା

ഇೣ೔
ഇశభି భ

ሺഇశభሻమ൨

൤ଵି௘షഇೣ೔൬ଵା
ഇೣ೔
ഇశభ൰൨

௡
௜ୀଵ ൅

            ܽሺܾ െ 1ሻ ∑
൤ଵି௘షഇೣ೔൬ଵା

ഇೣ೔
ഇశభ൰൨

ೌషభ

ቊଵି൤ଵି௘షഇೣ೔൬ଵା
ഇೣ೔
ഇశభ൰൨

ೌ
ቋ

௡
௜ୀଵ ௜݁ିఏ௫೔ݔ ቂ1 ൅

              ఏ௫೔
ఏାଵ

െ ଵ
ሺఏାଵሻమቃ. 

 
 

TABLE II: THE PARAMETER ESTIMATES OF THE KL DISTRIBUTION FOR THE 
SEVERAL VALUES 

Generated Parameter Parameter Estimates 

ܽ ൌ 5, ܾ ൌ 0.2, ߠ ൌ 1.5 ܽ ൌ 4.99, ܾ ൌ 0.28, ߠ ൌ 0.92 
ܽ ൌ 3, ܾ ൌ 0.5, ߠ ൌ 2 ܽ ൌ 6.59, ܾ ൌ 0.26, ߠ ൌ 2.51 
ܽ ൌ 2, ܾ ൌ 3, ߠ ൌ 10 ܽ ൌ 7.71, ܾ ൌ 0.25, ߠ ൌ 53.49 

 
Then, the MLEs of the parameters are obtained by setting 

these above equations to zero and solve them 
simultaneously. For this aim, the R Project is used to obtain 
MLE of the unknown parameters. We generated 20000 data 
from the KL distribution with some arbitrary parameter 
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values. Our aim is to estimate the parameters using the R 
Project’s function “multiroot” which solves the nonlinear 
equation systems. Then, the results are presented in Table II.  

As seen in Table II, some parameters of the KL 
distribution is not well-estimated. This is the result of the 
function is not guaranteed that the method will converge to 
the root and different initial guesses may return different 
roots. On the other hand, another function “nlm” can be 
used to estimate parameters, alternatively. This function 
arries out a minimization of a function using a Newton-type 
algorithm. So, it obtains the parameters by minimizing -
log  We alsoperform this function and the better results are .ܮ
obtained for the known values of other parameters. The 
results of the “nlm” function is presented in Table III. 
 

TABLE III: THE RESULTS OF PARAMETER ESTIMATES OF THE KL 
DISTRIBUTION USING “NLM” FUNCTION 

Generated Parameter Known parameter Parameter 
Estimates 

ܽ ൌ 4, ܾ ൌ 2, ߠ ൌ 0.5 ܽ ൌ 4, ܾ ൌ ߠ 2 ൌ 0.49
ܽ ൌ 2, ܾ ൌ 2, ߠ ൌ 3 ܾ ൌ 2, ߠ ൌ 3 ܽ ൌ 2.34

ܽ ൌ 1.5, ܾ ൌ 4, ߠ ൌ 3 ܽ ൌ 1.5, ߠ ൌ 3 ܾ ൌ 4.62
 

The customer lifetime should follow the KL distribution 
in survival analysis. In the case of sequential withdrawal of 
the customer, we model the time between first cancellation 
notification and the final complete withdrawal by assuming 
that there is a baseline distribution for the time a customer 
will take for defection, and that the relative risk of an 
individual customer defecting completely changes from this 
baseline according to their particular set of individual 
household covariates. In the numerical applications 
presented above, we can assume that the KL distribution is 
suitable to the customer duration time. By this way, we can 
obtain expected customer duration time, the pdf of the 
customer duration, and some statistical properties of the 
customer duration time. 
 

V. CONCLUSION 
The well-known Lindley distribution extended by 

introducing two extra shape parameters, thus defining the 
Kumaraswamy Lindley distribution having a broader class 
of hazard rate functions. This is achieved by taking (1) as 
the baseline cumulative distribution of the generalized class 
of Kumaraswamy distributions defined by Cordeiro and de 
Castro [15]. 

A study on the mathematical properties of the new 
distribution is presented. We obtain the moment generating 
function, ordinary moments, skewness, kurtosis, hazard and 
survival functions. The estimation of the model parameters 
is approached by maximum likelihood and the observed 
information matrix is derived. We also provide some 

numerical application of our findings. We hope that the 
proposed model may attract applications of customer 
lifetime duration in marketing researches. 
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