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 

Abstract—this paper introduces a new approach for 

modeling of company's behavior based on support vector data 

description (SVDD). Using SVDD behavior of all companies 

surrounded by hyper sphere in high dimensional space. We 

encountered appropriate observation from experimental 

results. 

 
Index Terms— Support vector data description,  Behavioral 

modeling of companies.  

 

I. INTRODUCTION 

Going concern is a fundamental concept in accounting. 

Decision making problems in the area of financial status 

evaluation have been considered very important. Making 

incorrect decisions in firms is very likely to cause financial 

crises and distress. Predicting going concern of factories and 

manufacturing companies is the desire of investors, auditors, 

financial analysts, governmental officials, employees and 

managers. The development of the going concern or 

bankruptcy prediction model has long been regarded as an 

important and widely studied issue in the academic and 

business community. Several classification techniques have 

been suggested to predict going concern or bankruptcy using 

financial ratios and data originating from these financial 

statements.  

Beaver (1966) [3] first used univariate analysis to predict 

corporate bankruptcy and find out that different financial 

ratios have different discriminant ability. Altman (1968) [1] 

began to use multiple discriminant analysis (MDA) to 

identify companies into known categories and concluded that 

bankruptcy could be explained quite completely by a 

combination of five financial ratios, which constructed the 

famous Z-score model. Ohlson (1980) [11] paid attention on 

the limitation of linear prediction model and attempted to 

apply Logistic regression (Logit) model to predicting 

financial distress. Zmijewski, (1984) [17] presented a model 

by the probit .This model does give a crisp relationship 

between explanatory and response variables of the given data 

from a statistical viewpoint and do not assume multivariate 

normality.The probit model assumed that the cumulative 

probability distribution must be standardized normal 
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distribution, while the logit model assumed that the 

cumulative probability distribution must be logistic 

distribution. 

Remm (2004), Watson (1999) yielded a model by 

Case-based reasoning (CBR) which describes a methodology 

for problem solving. CBR is a link between statistical method 

with artificial intelligence ones. CBR involves case storage, 

retrieval, revise, reuse, and retain (Aamodt & Plaza, 1994; 

Finnie & Sun, 2003 [7] ; Pal & Shiu, 2004). Jo, Han, and Lee 

(1997) and Sun and Hui (2006) [12] respectively compared 

the financial distress prediction (FDP) accuracy based on 

case-based reasoning (CBR) with other models. The former 

considered that there was no significant difference between 

CBR and MDA, and the latter indicated that CBR was more 

suitable for short-term FDP. Li and Sun (2008) [14] 

constructed a new algorithm of CBR by employing 

ranking-order information and applied it into the area of FDP, 

with the conclusion that the new algorithm could achieve 

better performance than traditional algorithm. Li and Sun 

(2009) [9] attempts to investigate whether or not a 

Multi-CBR system can produce higher predictive 

performance than commonly used CBR models and 

statistical models with data from Chinese listed companies. 

They can draw the conclusion that Multi-CBR–MV is 

suitable for financial distress prediction of Chinese listed 

companies. It can achieve high accuracy and is stable at the 

same time, in the condition that there are no proper methods 

for data reduction. 

Sun and Li (2008) [9] used weighted majority voting 

combination of multiple classifiers for FDP, and Cho et al. 

(2009) introduced an integration strategy with subject weight 

based on neural network for bankruptcy prediction. They all 

generated diverse classifiers by applying different learning 

algorithms (with heterogeneous model representations) to a 

single data set, and concluded that to some degree FDP based 

on ombination of multiple classifiers was superior to single 

classifiers  according to accuracy rate or stability. The most 

used machine learning technique is the neural network model 

(Haykin, 1999), trained by the back-propagation learning 

algorithm (Wong et al., 1997; Wong & Selvi, 1998; Vellido 

et al., 1999; Huang et al., 2004), whose prediction accuracy 

outperforms statistical models including logistic regression 

(LR), linear discriminant analysis (LDA), multiple 

discriminant analysis (MDA) and other machine learning 

models, such as k-nearest neighbor (k-NN) and decision trees. 

In addition, the back-propagation neural network(BPN) 

model can be used as the benchmark for financial decision 

support models. 

Chen and Du (2009) found that prediction performance for 
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the clustering approach is more aggressively influenced than 

the BPN model and the BPN approach obtains a  better 

prediction accuracy than the data mining (DM) clustering 

approach in developing a financial distress prediction model.  

The purpose of this paper is to apply support vector 

machines (SVMs) in going concern prediction model. SVM 

was introduced from statistical learning theory by Vapnik. 

SVM lead to increase performance in pattern recognition, 

regression estimation, and so on; financial time-series 

forecasting (Kim, 2003 [8]; Mukherjee, Osuna, & Girosi, 

1997; Tay & Cao, 2001),text categorization (Joachims, 2002), 

face detection using image (Osuna, Freund, & Girosi, 1997), 

hand written digit recognition (Burges & Scholkopf, 1997; 

Cortes & Vapnik, 1995). SVM is known as the algorithm that 

finds a special kind of linear model with the maximum 

margin hyperplane. The maximum margin hyperplane gives 

the maximum separation between decision classes. The 

training examples that are closest to the maximum margin 

hyperplane are called support vectors. Therefore, the aim of 

this paper is assess SVMs by using two different data sets. 

Here different training and testing proportions of each data 

set will be used to train and test SVMs. In addition, the SVM 

classifier will be trained by different kernel functions in order 

to compare it with the benchmark of the neural network 

model. In SVM, Using different kernel functions and the 

determination of optimal values of the parameters to train 

SVMs will lead to different results. These issues affect the 

ability to make the final conclusion reliable. 

The paper is organized as follows. In the next section we 

review the support vector data description (SVDD). The 

proposed method is explained in Section 3 with some 

experiments. Final section includes the conclusion. 

II. SUPPORT VECTOR DATA DESCRIPTION 

The support vector data description was presented by Tax 

and Duin [19] and again in Tax and Duin [18] with 

extensions and a more thorough treatment. The SVDD is a 

one-class classification method that estimates the 

distributional support of a dataset. A flexible closed 

boundary function is used to separate trustworthy data on the 

inside from outliers on the outside. 

The basic idea of SVDD is to find a minimum hypersphere 

containing all the objective samples and none of the 

nonobjective samples. The hypersphere is specified by its 

center a and its radius R. The data description is achieved by 

minimizing the error function: 

                                (1) 

 
(2) 

 

In order to allow for outliers in the training dataset, the 

distance of each training sample xi to the center of the sphere 

should not be strictly smaller than R2. However, large 

distances should be penalized. Therefore, after introducing 

slack variables  the minimization problem becomes: 

                         (3) 

 

  (4) 

 

The parameter C gives the tradeoff between the volume of 

the description and the errors. The constraints can be 

incorporated into the error function by introducing Lagrange 

multipliers and constructing the Lagrangian. 

                           

    (5)  

With the Lagrange multipliers  and . Setting 

partial derivatives to 0 gives these constraints: 

                        (6) 

               (7) 

 .                  (8) 

From the above equations and the fact that the Lagrange 

multipliers are not all negative, when we add the condition 

Lagrange multipliers can be safely removed. 

So the problem can be transformed into maximizing the 

following function L with respect to the Lagrange multipliers 

 

                (9) 

                        (10) 

Note that from Eq. (7), the center of the sphere is a linear 

combination of the training samples. Only those training 

samples xi which satisfy Eq. (4) by equality are needed to 

generate the description since their coefficients are not zero. 

Therefore these samples are called Support Vectors. The 

radius can be computed using any of the support vectors: 

    (11) 

To judge a test sample z whether is in the target class, its 

distance to the center of sphere is computed and compared 

with R, if satisfies Eq.  (12), it will be accepted, and 

otherwise, rejected. 

                                            

                       (12) 

SVDD is stated in terms of inner products. For more 

flexible boundaries, therefore, inner products of samples 

(xi.xj) can be replaced by a kernel function K(xi,xj), where 

K(xi,xj) satisfies Mercer’s theorem [8]. This implicitly, maps 

samples into a nonlinear space to obtain a more tight and 

nonlinear boundary. In this context, the SVDD problem of Eq. 

(9) can be expressed as: 
 

           (13) 

Several kernel functions have been proposed for the SV 

classifier. Not all kernel functions are equally useful for the 

SVDD. It has been demonstrated that using the Gaussian 

kernel: 

                     (14) 

results in tighter description. By changing the value of S in 

the Gaussian kernel, the description transforms from a solid 

hypersphere to a Parzen density estimator.  

 

III. DATA COLLECTION AND PREPROCESSING 

The database used in this study was obtained Iranian Stock 

Exchange. Based on the background of Iranian listed 

companies, the criteria whether the listed company is 

specially treated (ST) by Iranian Stock Exchange is used to 

categorize financial state into two classes, i.e. normal and 
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distressed. The most common reason that Iran listed 

companies are specially treated by Iranian Stock Exchange is 

that they have had accumulated loss to Stockholders’ equity 

more than twice. ST companies are considered as companies 

in financial distress and those never specially treated are 

regarded as healthy ones. This experiment uses financial data 

two years before the company is specially treated, which is 

often denoted as year (t-2) in many literatures. 

The data used in this research was obtained from Iran 

Stock Market and Accounting Research Database. According 

to the data between 2000 and 2009, 70 pairs of companies 

listed in Tehran Stock Exchange are selected as initial data 

set. The preprocessing operation to eliminate missing and 

outlier data is carried out: (1) Sample companies in case of 

missing at least one financial ratio data were eliminated. (2) 

Sample companies with financial ratios deviating from the 

mean value as much as three times of standard deviation are 

excluded. After eliminating companies with missing and 

outlier data, the final number of sample companies is 120. 

 

IV. FEATURE SELECTION 

This study uses more variables than other authors, who 

usually do not use more than 20. The ratios initially selected 

allow for a very comprehensive financial analysis of the 

firms including financial strength, liquidity, solvability, 

productivity of labour and capital, various kinds of margins 

and profitability and returns. Although, in the context of 

linear models, some of these variables have small 

discriminatory capabilities for default prediction, the 

non-linear approaches used here can extract relevant 

information contained in these ratios to improve the 

classification accuracy without compromising generalization. 

Feature selection is an important issue in bankruptcy 

prediction, as in other problems where a large set of attributes 

is available, since elimination of useless features may 

enhance the accuracy of detection while reducing the amount 

of time for processing the data. Due to the lack of an 

analytical model, the relative importance of the input 

variables can only be estimated through empirical methods. 

A complete analysis would require examination of all 

possibilities, for example, taking two variables at a time to 

analyse their dependence or correlation, then taking three at a 

time, etc. This, however, is both infeasible and not error free 

since the available data may be of poor quality in sampling 

the full input space. 20 financial ratios covering profitability, 

activity ability, debt ability and growth ability are selected as 

initial features.(see table1) 

 
TABLE 1: DEFINITION OF PREDICTOR VARIABLES 

Variable Financial ratios Description 

X1 Debt ratio 

X2 Interest expenses to total expenses 

X3 Sales to total assets 

X4 Ordinary income to sales 

X5 Net income to sales 

X6 Operating income to sales 

X7 Costs of sales to sales 

X8 Net interest expenses to sales 

X9 Ordinary income to total assets 

X10 Rate of earnings on total capital 

X11 Net working capital to total assets 

X12 Current liabilities to total assets 

X13 Stockholders’ equity to total assets 

X14 Total borrowings and bonds payable to total ssets 

X15 Total assets turnover 

X16 Ordinary income to total assets 

X17 Net working capital to sales 

X18 Stockholders’ equity to sales 

X19 Ordinary income to total assets 

X20 Earnings before interest and taxes to sales 

V. THE PROPOSED SYSTEM 

The proposed system include following two stages: 

1) Feature extraction from company's behavior 

2) Modeling of behavior using SVDD 

Feature extraction from company's behavior 

Financial ratio, return on owners equity, return on total 

assets, earnings/sale ratio, sale/total assets ratio, current ratio, 

liability ratio, earning/total assets ratio, interest 

expense/current liability ratio, …. more than 20 features are 

applied for behavioral modeling.  

Modeling of behavior using SVDD 

First experiment using SVDD is performed by applying to 

features for each company. In this example as shown in Fig 1, 

SVDD describes all data in High Dimensional Space (HDS) 

by one hyper-sphere but in feature space all data surrounded 

as Fig 1. 

 

 
Fig.1: Description of Companies behavior using SVDD 

 

One problem in companies' behavior is noisy samples 

captured by expert man. This work is performed by applying 

suitable C coefficient in (3). If C is selected large data as 100 

or more all data are surrounded by hyper sphere. By 

decreasing C in (3) we found surface as Fig 2 which some 

noisy samples are interpreted as outliers.   
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Fig.2: Outliers detection by selection of suitable C in (3) 

 

SVDD can present flexible surface using training 

procedure that is presented in section II. Following figure 

(Fig 3) shows this ability of companies' samples.  

 

 
Fig.3: Perfect modeling of companies' behavior using SVDD: A flexible 

surface 

 

Changing C in (3) is caused an obtained surface change 

which is shown in Fig 4. 

 

 
Fig.4: Changing surface by C coefficient 

 

Obtained results from more than 120 Iranian companies 

shows suitable ability of SVDD in behavioral modeling of 

financial works for companies. 

 

VI. CONCLUSION 

For the first time, this paper paid to modeling of 

companies' behavior using SVDD. Flexibility of the 

proposed method with noise rejection capability was shown 

in obtained results.  
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